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Abstract – Recently, performance of deep neural networks, especially convolutional neural networks (CNNs), has been drastically increased by elaborate network architectures, by new learning methods, and by GPU-based high-performance computation. However, there are still several difficult problems concerning back propagation, which include scheduling of learning rate and controlling locality of search (i.e., avoidance of bad local minima). A learning method, called “learning-rate-optimizing genetic back-propagation” (LOG-BP), which combines back propagation with a genetic algorithm by a new manner, is proposed. This method solves the above-mentioned two problems by optimizing the learning process, especially learning rate, by genetic mutations and by locality-controlled parallel search. Initial experimental results show that LOG-BP performs better; that is, when required, learning rate decreases exponentially and the distances between chromosomes, which indicate the locality of a search, also decrease exponentially.
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I. INTRODUCTION

Recently, performance of deep neural networks, especially convolutional neural networks (CNNs) [LeC 98], has been drastically improved by elaborate network architectures [Kri 12][Sim 15], by back propagation-based learning methods with various new techniques (including auto-encoding [Hin 06], dropout [Sri 14], and dropConnect [Wan 13]), and by graphical processing unit (GPU)-based high-performance computation.

Although many techniques for improving back-propagation learning have been developed, two major problems concerning back propagation remain to be solved.

The first problem is decision (or scheduling) of learning rate. The learning rate may be constant, or may vary, during the whole learning process. Several scheduling methods, including time-dependent scheduling [Rob 51][Dar 92] and adaptive scheduling [Mag 99][Duc 11][Zei 12][Sch 13], have been proposed. However, most of them have sensitive hyper parameters that are difficult to tune because methods of adaptively calculating learning rate strongly depend on the properties and details of back propagation [Sch 13]. Accordingly, the hyper parameters must be manually tuned.

The second problem is to control the locality of search properly (i.e., avoid bad local minima and find a solution efficiently). Widely used gradient-descent algorithms are based on a local search, so they can be easily got stuck at a bad local minimum. Stochastic gradient-descent (SGD) algorithms, including SGD with mini-batch [Li 14], may find better local minima; however, they do not search the space globally. To find a better solution efficiently, multiple trials with different initial values and an elaborate search strategy are required.

This paper proposes a learning method called “learning-rate-optimizing genetic back-propagation” (LOG-BP), which combines back-propagation and a genetic algorithm (GA) by a new manner; that is, multiple neural networks run in parallel, and per-epoch genetic operations (i.e., mutations and selections) are applied to them. LOG-BP solves the two above-described problems by optimizing the learning process, especially the learning rate, by using the GA. This learning method does not depend on learning-rate usage, and it can even be applied to iterative learning methods without using neural networks and to optimization methods with performance-related parameters instead of learning rates. Initial experimental results show LOG-BP performs better; that is, learning rates decrease exponentially, so the search autonomously becomes coarser to finer, and the distances between chromosomes, which indicate the locality of the search, also decrease exponentially.

The rest of this paper is organized as follows. Section II describes related work. Section III describes the proposed learning method, i.e., LOG-BP. Section IV describes an application of LOG-BP, i.e., image recognition. Section V discusses several issues concerning LOG-BP, and Section VI presents the conclusions of this work.

II. RELATED WORK

Hundreds of research papers on various combinations of neural networks and stochastic search methods, especially genetic algorithms (GAs), have been published. In particular, combinations of back propagation and GAs have been extensively studied. The most-popular studies are on methods of optimizing structures and/or weights of neural networks by using GAs [Fer 05][Leu 03]. GAs are also used for optimizing learning methods [Bel 90][Cha 90][Mar 91]. Shaffer, et al. surveyed various combinations of neural networks and GAs [Sha 92]. In addition, as a combination of neural networks and other stochastic search algorithms, a recently developed and
successful stochastic method, called “particle swarm optimization” (PSO) [Ken 95], is combined with neural networks [Men 02]. However, the purposes of these methods are not to optimize the process of back propagation, which is the major purpose of the learning method proposed in the present study, i.e., LOG-BP.

LOG-BP is a type of parallel learning method for neural network. As for research on parallelization, Zinkevich, et al. developed a search method that parallelizes SGD [Zin 10].

LOG-BP adaptively determines the learning rate. Several adaptive learning-rate scheduling techniques [Mag 99] [Duc 11] [Zei 12] [Sch 13] have been proposed. However, most of them have sensitive hyper parameters that are difficult to tune because adaptively calculating learning rate strongly depends on the details of back propagation [Sch 13], so they require manual tuning.

III. LOG-BP LEARNING METHOD

This section describes the outline and the detailed algorithm of LOG-BP, which is a combination of back propagation and GA by a new manner.

A. Outline

LOG-BP searches for the best solution, i.e., the best learning results, in parallel; that is, multiple neural networks, which are called “individuals”, are trained in parallel by using back propagation.

Each individual contains a chromosome that contains the weights and biases of the network as well as the learning rate used for training the network. For example, if the network is an N-layer perceptron, chromosome c is represented by the following sequence:

\[ c = (\eta; w_{11}, w_{12}, \ldots, w_{1n_1}, b_1; w_21, w_22, \ldots, w_{2n_2}, b_2; \ldots; w_N1, w_N2, \ldots, w_{Nn_N}, b_N) \]

where \( \eta \) is learning rate, \( w_{ij} \) \((1 \leq j \leq n_i)\) is all the weights of the \( i \)-th layer of the network, and \( b_i \) is the bias of the \( i \)-th layer. For simplicity, in this paper, the same learning rate is used for all the weights; however, two or more learning rates can be coded into a chromosome. If the network is a CNN, \( w_{ij} \) is all the weights of the \( i \)-th convolutional layer of the network, and \( b_i \) is the bias of the same layer. Other types of neural network can also be coded in the same manner.

A GA is applied to these chromosomes. They are evaluated and selected, and the best one is duplicated. Learning rate \( \eta \) is changed by applying a mutation operation. However, as for LOG-BP the weights and biases are only updated by back propagation, that is, not by mutation or crossover operations, which easily degrade the effect of back propagation and seriously decrease the performance of learning. No crossover operation is applied to learning rates either, because learning rates have no structures that make crossovers effective.

B. Learning algorithm

LOG-BP learning algorithm is described in Figure 1(a) and is visualized in Figure 1(b). In an execution of this algorithm, first, chromosomes are created and randomly initialized. The number of individuals is given as an input, but it can be changed in the learning process. The distribution of the weights and learning rates is also defined by the input. If normal distributions are used for them, standard deviations must be specified. If the mean weight is assumed to be zero, it is not necessary to be specified. However, the mean initial learning rate must be specified. As stated by Bengio, et al. [Ben 12], the initial learning rate should be relatively large (unless the rate of divergence is not very high).

The learning proceeds in the following way. After the initialization, it starts. Each epoch corresponds to a generation in the GA. The individuals (i.e., chromosomes) are evaluated and selected and then muted; that is, the learning rates may be muted randomly, and the weights and biases are “muted” by back propagation. This means that the weights and biases are not changed by an external process but are updated autonomously; that is, acquired characters are passed on to the next generation (i.e., epoch) in the Lamarckian way instead of the normal Darwinian way. In each epoch, learning, evaluation, termination test, and selection and mutation are applied (in that order) as described in Figure 1(a). The learning process in this figure assumes use of SGD with mini-batches, but any other learning techniques controlled by learning rates (or similar learning parameters) can be applied.

The learning process is explained in more detail as follows. In the learning step, the individuals are trained using training data. In the evaluation step, they are evaluated using validation data. The criterion for evaluation can be arbitrarily designed according to network type or applications of learning; however, if a type of loss function is used, the lower value the better. In this case, the highest, i.e., the worst, individual is killed, and the lowest, i.e., the best, individual is duplicated. The learning rate of the new individual is muted by the following expression:

\[ \eta' = f \eta \quad \text{(probability of 0.5),} \]
\[ \eta' = \frac{\eta}{f} \quad \text{(probability of 0.5),} \quad f \neq 1. \]

This expression means learning rate is increased with a probability of 0.5 or decreased with a probability of 0.5. Although the weights and biases are the same for the original and duplicated individuals, they become different values in the next epoch because the learning rates are different. For example, an appropriate value of \( f \) may be 1.3. The above mutation rule is the simplest one to update the learning rate randomly. A more elaborate method, such as application of a binomial distribution, can be applied. The number of individuals to be killed and to be duplicated may be randomly selected as described in Figure 1(a). If the number is \( ng \), the worst \( ng \) individuals and the best \( ng \) individuals should be selected. The mean value of \( ng \) can be given as an input. If the chromosomes contain multiple learning rates, all of them may be muted in the same manner.
If the value of $ng$ is appropriate, the locality of the search during the learning process is properly controlled. The range of the search becomes narrower as it proceeds. If the value of $ng$ is appropriate, the individuals are initially spread across a global search space and perform efficient global search, and, as the learning process proceeds, they become closer because some individuals are duplicated and perform efficient local search in parallel. However, if the value of $ng$ is too large, the range of the search decreases too quickly, so it becomes too local before the individuals find an appropriate area for a local search. If the value is too small the range decreases too slowly, so it is too wide, although they have already found appropriate areas for a local search. In this case, some individuals probably search around worse local minima, so the search is not efficient. The learning process continues until the termination condition is met (or until the user terminates the process).

IV. APPLICATION TO IMAGE RECOGNITION

LOG-BP was applied to image-recognition tasks, specifically, pedestrian detection and hand-written character recognition.

A. Caltech benchmark – main example

The main benchmark used for evaluating LOG-BP in this study is the Caltech pedestrian dataset [Dol 09] [Cal]. This dataset is much larger than previously available pedestrian datasets and contains annotated videos with more than 190,000 pedestrians. The average height of pedestrians is approximately 50 pixels but this height is much smaller than that of most other benchmarks, and any pedestrians are occluded, so this benchmark is known to be very hard.

A set of training data and test data, both of which are $24 \times 48$ and $32 \times 64$ images, were generated from the dataset. The mean pixel value of each image was adjusted to zero. Positive samples for training were generated from the video frames by using the bounding boxes in the annotations. The number of positive samples in the training set is 200,000, and that in the validation and test sets is 18,000 (including flipped images). The positive samples in these datasets are duplicated twice; that is, the total number of positive samples in the training set is 400,000 and that in the validation and test sets is 36,000.

The number of samples in the test set is relatively small because the author intended to increase that in the training set. Negative samples were generated by randomly collecting the background images of the video frames that do not contain pedestrians. The number of negative samples in the training set is also 400,000, and that in the validation and test sets is also 36,000. The numbers of positive and negative images in each dataset are the same.

B. Environment for Caltech benchmark

The programs used for evaluating LOG-BP were described in Python 2.7 on Linux (Ubuntu 14.04LTS). To implement CNNs, Theano [Ber 11], which is an environment for deep learning, and cuDNN ver. 2. [Che 14] [NV1], which is
NNs with two and three convolution layers were used for the evaluation. The structures of the CNNs are summarized in Table 1. CNN2 has two convolutional and two pooling layers, and CNN3 has three convolutional and three pooling layers. When the programs were written, a Theano-based CNN program in a deep-learning tutorial [DLT 15] was used as a reference. For both forward and backward calculations, an SGD method with mini-batches was used. The batch size was 250, and each mini-batch obtained the same set of images. The initial values of the weights are generated by uniform random numbers, and the bias values are zero. The range of weights is about (–0.03, 0.03), and the range depends on the layer.

<table>
<thead>
<tr>
<th>Layer</th>
<th>CNN2</th>
<th>CNN3</th>
</tr>
</thead>
<tbody>
<tr>
<td>(0.c) 1st convolutional layer</td>
<td>Filter size: 5 × 5. Number of filters: 16. Activation function: ReLU (rectified linear).</td>
<td>Filter size: 3 × 3. Number of filters: 16. Activation function: ReLU.</td>
</tr>
<tr>
<td>(0.p) 1st pooling layer</td>
<td>Max pooling. Pooling size: 2 × 2.</td>
<td>Max pooling. Pooling size: 2 × 2.</td>
</tr>
<tr>
<td>(1.c) 2nd convolutional layer</td>
<td>Filter size: 3 × 3. Number of filters: 26 or 32. Activation function: ReLU.</td>
<td>Filter size: 3 × 3. Number of filters: 22. Activation function: ReLU.</td>
</tr>
<tr>
<td>(1.p) 2nd pooling layer</td>
<td>Max pooling. Pooling size: 2 × 2.</td>
<td>-</td>
</tr>
<tr>
<td>(2.c) 3rd convolutional layer</td>
<td>Filter size: 3 × 3. Number of filters: 22. Activation function: ReLU.</td>
<td>-</td>
</tr>
<tr>
<td>(2.p) 3rd pooling layer</td>
<td>-</td>
<td>Max pooling. Pooling size: 2 × 2.</td>
</tr>
<tr>
<td>(3) Hidden layer (single)</td>
<td>Number of neurons: 50. Activation function: ReLU.</td>
<td>-</td>
</tr>
<tr>
<td>(4) Output layer</td>
<td>Logistic regression (softmax). Number of neurons: 2.</td>
<td>-</td>
</tr>
</tbody>
</table>

For the hardware environment, a GPU, NVIDIA GeForce GTX TITAN X, was used. Because this GPU has 12 GB of large high-speed GDDR5 memory, all 944,000 images can be stored in the GPU memory as 32-bit float data. Theano compiles the programs into the machine code for the CPU and GPU when Theano function definitions are executed. The compiled code is used for all the chromosomes in this evaluation because they use the same network structure. The values of the weights and biases are thus loaded, and the updated values are unloaded (i.e., moved between the memories of the CPU and GPU), every time the compiled code is used. The run time per epoch per individual in CNN2 was 31.2 seconds.

**C. Observation: change of learning rate**

The change of learning rate was observed by using CNN2 and CNN3. In two trials using CNN2 (called trials 2a and 2b here) with the data sets described above, the changes of the mean value and standard deviation of the learning rate are shown in Figure 2. The image size used in these trials was 24 × 48. The distribution of the learning rates is plotted every five epochs. Number of individuals was 12, and average number of chromosomes to be muted in an epoch was 0.6 for both trials. In trial 2a, shown in Figure 2(a), the average learning rate monotonically decreases until epoch 40, and it is mostly constant after that. The standard deviation decreases until epoch 65, and it slightly increases after that. Probably, the initial learning rate was appropriate, so the network converged very quickly. However, in trial 2b, shown in Figure 2(b), the learning rate is slightly increased before epoch 10, probably because the initial value was too low, so it was autonomously adjusted. This means, the learning rate can both decrease and increase in LOG-BP. This is different from Adagrad [Duc 11], in which the learning rate decreases monotonically. However, the learning rate mostly decreases from epoch 10 to 95, although it decreases very slowly after epoch 45.

The results of two trials with CNN3 (called “trials 3a” and “3b” hereafter) are shown in Figure 3. The image size used in these trials is 32 × 64. The dataset and numbers of individuals used for these trials are 24 for trial 3a and 12 for trial 3b. The average number of chromosomes to be muted in an epoch is 1.0 for trial 3a and 0.5 for trial 3b. The development process is quite different from that of CNN2. That is, the learning rate exponentially decreased three to four orders of magnitude.
In trial 3a, shown in Figure 3(a), the learning rate continuously decreases (mostly) exponentially ($e^{-at}$) until the learning terminated at epoch 200; that is, it may be much faster than $r^{-1}$, which has been conventionally used for non-adaptive scheduling.

In contrast, in trial 3b, shown in Figure 3(b), the decrease seems end by epoch 115. The cause of this difference between the learning-rate changes is unknown.

The results of these trials can be summarized as below.

- Learning rate usually decreases, and it may become mostly stationary at some epoch or it may continuously decrease by more than three orders of magnitude. And the decrease rate may be exponential.
- The learning rate may increase if the initial value is too small.

D. Observation: locality

To measure the locality of search, the distance between each layer of a neural network (chromosome) and that of the best network was measured and plotted every five epochs. The distance between each layer of two networks is defined by the Euclidian distance between the weight vectors of the networks. The reason the distance between two whole chromosomes was not calculated is that each layer may have a different nature and the average initial distances are different.

The measured learning rates for trial 3a with CNN3 are shown in Figure 4(a), and those for trial 3b are shown in Figure 4(b). $D(W_i)$ means the average distance between the $(i+1)$-th layer from the best chromosome in the epoch. The 1st to 3rd layers are the convolutional layers (see Table 1). All the distances decrease exponentially in the same manner as the learning rate. This figure shows the locality of the search could be controlled by LOG-BP algorithm. Although the range selected for the search does not necessarily contain global minima or good local minima, good local minima can probably be captured by an elaborate design and application of the GA.
The distances decrease almost exponentially, and they may continuously decrease by more than three orders of magnitude. (The decrease rate probably depends on the mutation ratio and the number of individuals.)

The distances may increase drastically (four times or more) for a while but decrease after that.

E. MNIST benchmark – another example
This section shows that in the case that a constant learning rate works well, LOG-BP may still have benefits in terms of parallel-search performance.

Learning rate does not necessarily always decrease. For example, when LOG-BP was applied to the MNIST benchmark [LeC 98], which is a set of hand-written digit images (with size of 28×28) containing a training set with 60,000 samples and a test set with 10,000 samples, the learning rate during the whole learning process was around 0.1. (A program described in the deep-learning tutorial uses a constant learning rate of 0.1 and it works well.) This means that the first advantage of LOG-BP, i.e., adaptive determination of learning rate, is not required for this benchmark.

Figure 5. Performance of the MNIST benchmark (CNN3 with filters [16, 22, 22])

Although learning rate is mostly constant, as described above, selection and mutation operations in LOG-BP still seem advantageous in regard to the MNIST benchmark. Nine typical changes of error rates (i.e., loss-function values) are shown in Figure 5. The mutation rate is 4% in the first three runs, shown in Figure 5(a), 2% in the second three runs, shown in Figure 5(b), and 0% in the third three runs, shown in Figure 5(c). (In this application of LOG-BP, maximum mutation rate is 4%, which is still relatively low, because the number of individuals is 25 and the maximum number of muted chromosomes in an epoch used with this experiment was restricted to one.) A run with mutation rate of 0% means a simple synchronized parallel execution, which is close to repeated executions of an SGD algorithm. The results of these runs are shown in Table 2. This table lists average error-rate convergence time and final error rates. The latter is the error rate when run time reach 9000 seconds. The error rate may decrease after that time, but it seems to converge in most cases. It is thus called “final error rate,” ef, here, and the convergence time means the time error rate becomes lower than 1.05 ef. This table shows that convergence time is shorter and final error rate is smaller when mutation rate is larger. This result shows the selection and mutation operations are advantageous for the MNIST benchmark and suggests advantages over SGD algorithms.

Table 2. Convergence time of the MNIST benchmark (CNN3 with filters [16, 22, 22])

<table>
<thead>
<tr>
<th>Mutation rate</th>
<th>Average convergence time (std. dev., s)</th>
<th>Final error rate (std. dev., %)</th>
</tr>
</thead>
<tbody>
<tr>
<td>4%</td>
<td>2.6×10² (0.5×10³)</td>
<td>0.82 (0.01)</td>
</tr>
<tr>
<td>2%</td>
<td>4.9×10² (2.6×10³)</td>
<td>0.84 (0.07)</td>
</tr>
<tr>
<td>0%</td>
<td>5.6×10² (0.9×10³)</td>
<td>0.86 (0.03)</td>
</tr>
</tbody>
</table>

V. DISCUSSIONS

Five issues concerning LOG-BP and its extensions are discussed in the following.

A. Parameters for parallel-search
Parameters for parallel search, such as recommended number of individuals, recommended number of selections and mutations are discussed first.

The number of individuals used in the trials described above is 12 to 25 because of the balance between non-locality and computation time. The initial weight values of the individuals can be spread around the search space, and each individual searches for a solution independently. If more individuals exist, the whole search becomes non-local (i.e., wider). If the number of individuals is around 10 to 20, the search is not sufficiently non-local because the selection and mutation operation reduces the variability of chromosomes. The number of search areas, which originally equals the number of individuals, soon reduces to, for example, three. However, if a large number of individuals is used, the learning takes too much time because total run time is proportional to number of individuals. The locality of the search can be measured by the distances between chromosomes, such as shown in Figure 4(a).

The frequency and the probability of the selection-and-mutation operations must be properly controlled because the operation reduces the locality of the search (as described
above). If the number of individuals is around 10 to 20 and the operations are invoked in every epoch, the best probability seems to be around 5%; that is, when the number of all individuals is 15, the number of individuals to be replaced should be around 0.75.

B. Divergence of chromosomes
The weights can often diverge, i.e., they become “NaN”, in a back-propagation step; however, diverged individuals, which are called “zombies” here, can be handled either normally or by a specially-designed way in LOG-BP. If the learning rate is too large, the weights can easily diverge. Because the performance is the worst, they are soon killed by the selection operation; thus, it is not necessary to introduce an additional operation that explicitly kills them. However, if multiple individuals diverge at the same time, the zombies might not be killed for a long time and waste the computing resources. Because they never generate fruitful results, it is probably better to introduce an additional operation to kill them.

C. Optimizing test performance by dual evaluation
To get better results for unknown datasets, the selection and mutation operation, which can be regarded as divine, may use the evaluation results of the test set, which are not normally used. Conventionally, the behavior of the neural network should never be influenced by the evaluation results of the test set. If the results are used for learning, the role of the test set becomes undistinguishable from that of the validation set. However, as for LOG-BP, the individuals and the selection and mutation operations, which is independent of behaviors of individuals and can be regarded as a divine process, may have different criteria for evaluation. The “god,” i.e., the selection and mutation operator, thus may use the evaluation results of the test set. Because this usage adapts the individuals to the test set, one more test set, whose evaluation results are neither referenced by individuals nor by the “god” is required for estimating the performance. This dual-evaluation method has not yet been much compared with the single-evaluation method described in Section III, so the evaluation of this evaluation method is part of our future work.

D. Structural optimization
The structure and hyper-parameters of neural networks are not altered in the case of the basic LOG-BP algorithm described in Section III; however, because the algorithm is based on a GA, the structure and hyper-parameters can be optimized by extending the algorithm. This means that mutation or crossover of network structures or hyper-parameters can be introduced. For example, neuron-deletion operations, such as dropout [Sri 14], neuron-addition operations, connection-deletion operations, such as dropConnect [Wan 13], and connection-addition operations, can be introduced. More complex operations such as addition or deletion of layers can also be introduced. However, none of these structural optimizations have been tested.

If addition of neurons or connections is allowed, the loss function of individuals probably must contain a term for suppressing “structural explosion.” That is, the structures of individuals may become larger and more complex because larger networks have more chances to obtain better results, so it is probably necessary to restrict this tendency by, for example, introducing minimum description length (MDL) [Bar 98] to the loss function.

E. Application to other types of machine learning and optimization
LOG-BP can be extended to machine learning other than back propagation, and it can even be applied to some optimization methods. The basic idea of LOG-BP does not depend on the learning method of each individual or the method of learning-rate usage. Although “LOG-BP” means a combination of back propagation and a GA, back propagation can be replaced by another iterative learning method. This means it can probably be applied to learning methods without using neural networks. In each iteration step (which corresponds to an epoch) of such an application, the learning result is evaluated and a learning-performance-related parameter, which corresponds to learning rate, is mutated. It may also be applicable to optimization methods with performance-related parameters.

VI. CONCLUSION
A learning method called “learning-rate-optimizing genetic back-propagation” (LOG-BP), which combines back propagation and a genetic algorithm (GA) by a new manner, is proposed. LOG-BP solves two problems concerning back propagation, i.e., scheduling of learning rate and controlling locality of search, by optimizing the learning process, especially learning rate, by locality-controlled parallel search and by genetic mutations. The initial experimental results of two benchmarks show high performance of this method. Although the proposed method was not directly compared with conventional SGD algorithms, the MNIST benchmarking suggests advantages over them. This method will make machine learning less dependent to properties of various applications and machine learning tasks easier.

The most important part of future work is to compare LOG-BP with conventional learning methods. Future work also includes optimization of LOG-BP by finding optimum values for the number of individuals and optimum distributions of the initial values and by improving the evaluation method, especially the loss function. In addition, LOG-BP should be applied to machine-learning methods other than back propagation and to optimization methods.
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