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Abstract — In cloud-computing environments, migration of vitual
machines (VMs) between data centers can solve mapyoblems
such as load balancing and power saving. One of tlaifficulties in
wide-area migration, however, is the “address-warpig” problem,
in which the address of the VM warps from the soure server to
the destination server. This confuses or complicasethe status of
the WAN, and the LANs connected to the WAN. We propse two
solutions to this problem. One is to switch an addss-translation
rule, and the other is to switch multiple virtual networks. The
former is analogous to paging in memory virtualizaion, and the
latter is analogous to segmentation. The “network-aging” based
method is described and our evaluation results arshown. It took
less than 100 ms in average to switch from the sawe to the desti-
nation server using this method.

|. INTRODUCTION

In cloud-computing environments, migration of vatuma-
chines (VMs) between data centers is a very imporaera-
tion. Wide-area VM migration can solve many probdesoich
as load-balancing, disaster avoidance and recosed/power
saving. However, many problems must be solved tablen
migration between distant locations.

ent addresses in the WAN. It is a type of virtuatiian similar
to pagingin memory virtualization [Kan 11].

In the rest of this paper, related work is show&éttion 1.
The two conventional methods of memory virtualiaatiare
described and the analogy of network and memotyaliza-
tions is explained in Section Il and two wide-armagration
methods are proposed in Section IV. The methodeftwork-
paging” based migration is proposed in Section ¥ evaluate
it in Section VI. Section VIl is the conclusion.

Il. RELATED WORK

Live migration techniques were developed in Xen r[&2]
[Cla 05], and independently developed in VMware [\0/2]
[Nel 05]. Xen enabled live migration of a sessidQuake 3,
which is an online game, in 60 ms [Cla 05]. Howemssth
Xen and VMware only support migration within a LAd¢g-
ment.

Many researchers [Li OBfra 06][Bra 07]Liu 09][Ram 07]
[Sil 09][Voo 09][Hir 09] have worked on the development of
wide-area live migration. Qin Li, et al. [Li 08liéd a Mobile-
IP-based approach; i.e., they gave Mobile IP adgego

One problem is “address-warping”. When a VM is ntbveyMs, and handled proxy ARP (Address Resolution ¢rof)

from one location to a more distant location, tluelrasses
(i.e., the IP and MAC addresses in the currentlland global
network architecture) “warp” from the source to thestina-
tion servers. This confuses or complicates theustaf both
the WAN and LANSs. If the WAN connecting these lacas is
an IP network, these LANs usually use different reib.
Therefore, the warped IP address must use a spaeithan-
ism such as Mobile IP. The same subnet may be unstte
two locations by applying a special mechanism, sash_2
tunneling, but this makes the WAN routing far froptimal.

Therefore, it is difficult to move a VM that hasat¢ime
applications such as conferencing or online gamésimpor-
tant to reduce the downtime of VMs in order to moxids
that contain real-time applications. To reduce dogntime,
the confusion and complexity must be avoided. Aetgp vir-
tualization technique can be introduced for thigpse.

We present a solution to this problem using addiressla-
tion (i.e., a type of NAT [Sri 01]). In our methothe source
and/or destination data-center subnets are mappedliffer-
ent subnets in the WAN, and a VM motion causes readhyc
change of the user's address mapping that is hanbie
switching an address-translation rule. This mettradslates
the original and moved addresses of the VM, whialiehthe
identical addresses but exist in different locatianto differ-

messages. The downtime was about 30 sec. Some rether
searchers also used Mobile IP for VM migration. [liiu 09]

achieved downtime as short as several tens ofsesiltinds in
many applications. Travostino, et al. [Tra 06] didsad a live-
migration demo using Xen at iGRID 2005. They useshe-
cial-purpose light-path between Amsterdam, Chicagal, San
Diego and IP tunnels, and the downtime was 0.8.6os&c.
Bradford, et al. [Bra 07] experimented on migratigb serv-
ers through a LAN and a WAN. They used dynamic Cdxf
tunnels in the WAN. The downtime was 3 sec in tAéll.and
68 sec in the WAN.

A simpler method for wide-area migration is to adayer 2
VPN, such as VPLS (Virtual Private LAN Service),donnect
two data centers by Ethernet protocol. In both Neot® and
L2VPN based methods, packets from clients (VM Ystersa
VM are redirected by the source data center tadttination
center. So the WAN path between the clients andvitdeis
not optimized.

lll.  PAGING, SEGMENTATION, AND MIGRATION

Historically, virtualization techniques were firdeveloped in
main-memory virtualization for computers. Two type$
memory virtualization architectures [Tan 08] weeveloped.
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Fig. 1. Two types of memory virtualization arclcitere are one or more user sites (such as Gateway C lamt O).

» Paging The memory space is divided into fixed-sized pagjeak-time Data Center
es, and pages of all the users of a computer appadainto WAN
a single large address-space ($@g. 1(a)). Logical and
physical memories are mapped to each other by udng
namic address-translation (DAT).

Migration

» Segmentation The memory space is divided into logically
separated and variable-sized segments, and eachsesea [Sevev

segment (see Fig. 1(b)). Logical and physical mésscare

mapped to each other by using segment registerpthat =

to the head of the physical-memory segments. All-day Data Center

] o T . Fig. 2. Physical structure of network.
Architecture similar to segmentation is widely usecdet-

work virtualization. VPN identifiers or VLAN iderfters, The WAN has server-side and client-side edge reutier
which correspond to segment identifiers or segmegister Fig. 2, R1 and R2 are server-side, and R3 is cl&fg; name-
numbers in segmentation, are used in VPNs or VLANS. ly, R1 is connected to PDC, R2 is connected to AR R3
contrast, architecture similar to paging seems dawehbeen is connected to the user site. There may be maren® (e.g.,
seldom used in network virtualization. However, esal me- core routers) in the WAN. Client U uses the VM iD@®, but
thods for using such architecture has been develifen 11]. this VM will be moved to ADC before PDC is shut dow
Both segmentation-based and paging-based methadseca PDC and ADC can usually be managed separately @sing

used for wide-area migration. We developed a pabampd local VLAN within each data center. These VLANs aspa-

wide-area migration method. rated from each other and may contain the identieahnd
MAC addresses. However, there is also a manageviekit
IV. TwoWIDE-AREAMIGRATION METHODS (which is an L2 network that may be an L2VPN throube

IP-based WAN) between PDC and ADC to manage theamig
tion. The management software can distinguish émeess in
PDC and ADC even if they contain VMs with the ideat
addresses. The memory content and storage com&eniaved
through the management VLAN when a VM is migrated.

To avoid the confusion and complexity caused byreskl
warping, we should use a method that allows twenore of
the identical addresses in different locations.&Bee it is not
allowed in one network to have multiple identicddeesses,
the only available solutions are as follows.

+ Using multiple networks: If there are multiple separate B. Method of communication
networks, multiple identical addresses may existe Tiet- Before describing the VM motion technique itselg axplain
works can be identified by identifiers or numbe/®lN IDs, the method used to switch packet streams from dliece to
VLAN IDs, etc.). This method is similar teegmentatiorin  the destination data center uskig. 3. This switching process
memory virtualization. must be synchronized to the VM motion.

. Using address translation If the identical addresses are BOth PDC and ADC are assumed to use subnet S and ad
translated into different addresses, they can sberi a dress A (AU S) for the VM. There are two translators (NATS)
network. When a VM is moved, users can continualf the path between PDC and the client, but ncskators be-
access the VM using the identical address throbghad- tWeen ADC and the client. In Fig. 3(a), all the mites in
dress translation, which translates the addresersely. PDC are translated by the translator in R1 intmstl$’ (S'#

This method is similar tpagingin memory virtualization. ~S)» Which is not used by any other subnets. Thiamaehe
subnet addresses are translated, but the hostsaddravithin



the subnet are invariant. For example, if SL7R.16*.* (an

nation addresses. However, the content of therateZontrol

IPv4 subnet) and S’ i472.15*.* and the host address A isMessage Protocol (ICMP) and multicast protocols trres

172.1610.2 then the translated address A’ is 1721052
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The translator in R3 translates addresses of VMBDLC
from subnet S’ to S, but it does not translate esgks of VMs
in ADC. Because the VM is in PDC now, address Atlie
WAN is translated into A. In the above example, #duelress
of the VM is translated into 172.16.10.2.

The translation rule (or translation table entryR1 can be

described as follows.
sourct

— S :WAN
destination
This rule means that the source address (subnegppdiets
coming from PDC (LAN) is translated from addresin/Asub-
net S to address A’ in subnet S’, and the destinasiddress
(subnet) of packets coming from the WAN is traresdafrom
address A’ in subnet S’
Fig. 3(a)).

The translation rule in R3 can be described asvia|

Sourcte
—

« S:LAN
destination

LAN:S

WAN : S’

handled carefully [Sri 09], because WAN routers sewl
process the content. In addition, TCP/UDP checkssimasild
probably be rewritten at the translators [Sri 01].

The communication between the client and the VMrafie
VM motion is depicted in Fig. 3(b). If client U st assumed
to use other VMs in PDC, the addresses in packetsever
translated. After the VM is moved to ADC, address
(172.16.10.2) is used as is in the WAN. This adslissinique
in the WAN, so no confusion occurs. The translatidR3 does
not translate the addresses in subnet S. Thubeimaltove ex-
ample, the address is kept at 172.16.10.2 so theoas con-
tinue to communicate with the VM.

C. Method of switching data centers

With this method, the switching caused by the VMtiom
does not change the configuration, nor the routifigthe
WAN, so it never confuses the WAN. If the configiima of
ADC is properly prepared before the motion, the LIWNADC
is never confused either. The VM can access eviegtinsing
the identical IP and MAC addresses as before.

The NAT in the client-side edge router (i.e., R3)Fig. 2,
must know which data center has the VM becauseuistm
translate the destination address of data packats the client
from A to A’ when the VM is in PDC. So, when a VM i
moved, the router must receive a message that insntiae
destination of the VM. This message sequence cajeberat-
ed in many ways. One method is to install a progttaa cap-
tures a packet from the destination VM or served amat
generates a message to the user-side edge routers.

Specific types of packets, such as ARP or RARP ¢Rev
Address Resolution Protocol) packets, can be cegtfor this
purpose. Just after a VM motion, ARP or RARP palet
usually generated.
[Cla 05]. In VMware, RARP packets are generated {WDB].
The program can catch these packets. To do sqrtigram
must be put somewhere in the same LAN segmenttibaf M
uses for global communication. It may exist in eveg a sepa-
rate box, or a LAN switch.

D. Method of routing

to address A in subnet 8e (Sif dynamic routing is used in the networks shownFg. 2,

addresses in route advertisements have to be dtadsIThe
WAN router connected to PDC, R1, must translate ardy
addresses in data packets but also routing infeomatamely,
the routes in PDC must be advertised not as rontssbnet S

This rule means that th&ource address (subnet) of packetbut as routes in subnet S’. Routes in subnet Sdwertised by

coming from the WAN is translated from A’ in S’ #in S,

the router connected to ADC, R2. The client-sideten R3,

and thedestinationaddress (subnet) of packets coming frommay also have to translate routing information.

the user site (LAN) is translated from A in S toiA’S’, when
the address is that of a VM in PDC. This rule i$ aygplied to
the addresses of VMs in ADC. This usage of traoslat dif-
ferent from normal usage (i.e., reversed).

With this method, there is no need for applicatievel ad-
dress translation; namely, IP addresses that occtine IP
payload do not need to be rewritten because alhfipdication
programs see the original addresses as the IPesanctdesti-

E. Alternative methods for data center switching
In the above method, translators are inserted ltwibe
source data center and the client. However, weus&na re-
verse method, namely, we can insert translatoravdmat the
destination data center and the client. In Figf 3he VM is
moved from ADC to PDC (i.e., in the reverse direa}j we
can use this method. In the initial state (Fig.)B(bo translator
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works for the VM. However, two translators are betw the
VM and the client after the VM motion (Fig. 3(a)).

tised, before activating the moved VM. This will keathe
communication of the VM smoother. However, it may dif-

A more generalized method can also be used. Ttanslaficult to do so when using conventional serverualization

can be placed at both server-side edge routersRileand R2)
in Fig. 2. In one of the edge routers (e.g., RHgrass A in
subnet S is translated into address A’ in subnelnShe other
edge router (i.e., R2), address A in subnet Saisstated into
address A” in subnet S”. In the client-side edgeter (i.e.,
R3), A’ in S’ is translated into A in S if A’ is iRPDC, and A”
in S” is translated into A in S if A” is in ADC. T translation
is symmetric between addresses A’ and A” (subnétand

S”). This method can be extended for VM motion aghtimee
or more data centers.

For simplification, the network in Fig. 2 contaiosly one
client site, but there may be two or more clietéssithat are
connected to the same edge router. If multiplentlsites exist
and they use different edge routers of the WAN ,shime me-
thod as above can be applied, but all the edgeem®uhust
translate addresses in the same manner.

F. Address-translation-based method and “network-pggin

The address mapping used in this method is showrigir.

The logical address spaces in the data centermapped into
a single address space in the WAN with no addresslap-
ping. There are two VM address spaces in this éighut there
could be three or more; VMs can be moved betwesretbr
more data centers. The addresses are mapped etastrs’
address space again. The address space of the WANdDe
large, so IPv4 may not be sufficient. IPv6 is begeited for
this purpose. The address space of VMs and thasers may
be IPv4, IPv6, or any other type of space. All lérh can be
mapped into the single address space of the WAN.

In this figure, each address space contains onty page;
namely, only one translation rule exists. Howeweany pages
(i.e., many rules) with the same or different sinemy exist.
Thus, the relationship between the left two addsgsces is
very similar to Fig. 1(a).

Network address
spaces for users

Network address
space in the WAN

Network address
spaces in data centers
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Fig. 4. “Network-paging” for migration.

G. Method of Live Migration

Essentially the same method can be used for liggation as
that used in Xen or VMware. A management VLAN fooun
ing memory and storage data can be used.

Identical addresses can coexist in the source astihdtion
data centers. Therefore, the address of the maifvign ADC
can be created; namely, the addresses in ADC caadber-

software such as Xen or VMware. If so, we may waitl the
virtualization software creates the addressesdmtbved VM.

The restart of the moved VM must be detected aadifier-
side router of this must be notified. As statedveh@n ARP or
RARP packet can be captured to do this.

When the VM is moved, the default gateway of the \fiM
PDC (i.e., GWA) is replaced by that in ADC (i.e. \WB). If
the MAC addresses of these gateways are diffetbatVM
will probably try to use the old gateway, GWA, fiend will
fail to communicate through it. We observed thigetyf fail-
ure using VMware. It took about 30 sec to recovmer YWAN
connection by the moved VM. To avoid this type aildre,
not only the identical local IP address but alse itlentical
MAC addresses in GWA and GWB should be used. Then t
communication through the gateway will never fail.

VI.

We evaluated the proposed method by using the mketwo
shown inFig. 5. Three layer-3 switches (Alaxala AX6608S)
connected by 10-Gbps links, two sets of blade serfiditachi
BS1000) with VMware ESX Servers [Wal 02], two addre
translators (Linux PCs with two NIFs), and a cli¢hC are
used! The subnets of the server LANs had a fixed si& (1
bits). The address translators contained a traoslgrogram
using promiscuous mode; i.e., it receives all thekpts on the

EVALUATION

cable. The servers were managed using VMware VE€ente

through a management VLAN (a normal VLAN).

RARP
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fig tool
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Fig. 5. Experimental network.

The simulated WAN was dynamically routed by OSRR, b
static routing was used between the server-sideslasr and
Server 1 and between the client-side translatorthacdclient
PC. The server was not directly connected to thastator
because in order to use the identical MAC addneghe two
gateways, it was easier to give the identical MAldrass to
two switches than to give it to a switch and ttenstator. The
switches were used both for OSPF routing and statiting,

1 Alaxala, Hitachi, and VMware are company namesl, AX6608S,
BS1000, and ESX Server are products of these caegpan
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but a switch can have multiple routing tables (VRE® they
were completely separated.

Communication Technology Realization of Eco-Internet)
in fiscal year 2009 and the successor project soafi year

The destination server of a moved VM generates RARP 2010. Both projects were funded by the Ministrylatfernal
is captured by a “RARP capture and configuratian"toThis  Affairs and Communications of the Japanese Govenhme

tool sends a message to the client-side transiatough the
WAN, and this message updates the configuratichefrans-

lator. We measured the switching time, i.e., theetibetween
the RARP packet generation and the VM restartattstina-
tion server. The result was 80 ms in average (tdredsrd dev-
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