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Abstract — A method for federating multiple network-
virtualization platforms by creating and managing dices
(virtual networks) is proposed. A cross-domain slie can be
created, deleted, or modified by sending a slice sgification to
the domain controller (network manager) of one doma. The
specification is then propagated to other domainsTwo chal-
lenges were addressed while this method was devedop The
first challenge is to enable federation among muitle domains
that do not support federation functions by only adling a few
components without modification of the existing natork-

virtualization-platform architecture. A domain-dependent
specification of a slice, containing a pseudo viral node that
encloses a part of the slice specification in therer domains, is
used, and this part is handled by a proxy node thatepresents
another domain and a control component that implemets a
federation APl to create a cross-domain slice. Thesecond
challenge is to enable manageable non-IP (arbitrarformat)

data communication on a cross-domain slice. For amter-

domain communication, underlay VLAN parameters incliding

MAC addresses are negotiated in advance and data geets on
a slice are tunneled between gateways in these ddnmga The
proposed federation method was implemented on twoetwork-

virtualization platforms, federation between two hanogeneous
domains was successfully demonstrated, federationegor-
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method was developed. The first challenge is toblena
federation among multiple domains that dot support
federation functions without modification of thesxisting
network-virtualization platform architecture. Inste a
proxy node, which communicates with a controllempo-
nent as a normal virtualization network node, isleati to
mediate between the domains. The slice structurenef
domain is hidden from the slice specification ofoter
domain. This “federation-less federation” redudes hurdle
of introducing a federation function into existimgtualiza-
tion platforms; that is, it reduces the developmzogt and
time and amount of resources required for devebppin
federation functions as well as the number of baggree
of performance degradation, and number of servitsriup-
tions caused by deploying federation functions.

The second challenge is to enable non-IP (arbitrary
format) data communication on a cross-domain shkece.an
inter-domain communication, underlay VLAN paramster
including VLAN ID and MAC addresses are negotiabed
advance, and data packets on a slice are tunnelseeén

mance was measured, and several issues on functibnagateways in these domains. Not only VLAN ID butoals

restrictions and implementation difficulty were found.

[. INTRODUCTION
In Japan, several projects targeting “new-geneamati
networks” (NwGN) have been conducted [Aoy 09

[AKA 10]. These projects aim to develop new networ

protocols and architectures (i.e., the “clean 8lafgproach
[Fel 07]) as well as various applications that difécult to
run on internet protocols (IPs) but work well on ENs.
The Virtualization Node Project (VNP) [Nak 10] ariid
successive projects aim to develop network-virpzdion
technology and virtualization nodes (VNodes). Tloalgof
these projects are to develop an environment winettéple
slices (or virtual networks) with independently igesd
NwGN architectures and functions using arbitrampfat
(non-IP and non-Ethernet) packets run concurrebtly,are
logically isolated, on a physical network. The waiization
platform developed by VNP [Nak 12b][Nak 12a] haweeb
deployed in the testbed network JGN-X [Pan 11]design-
ing, deploying, and testing new network servicedapan.
In this study, a method for federating virtualipati
platforms is proposed. This method enables bothdgyeame-
ous and heterogeneous federation; that is, creatistice
across two or more network-virtualization platforofsthe
same or different type. Slices contain virtual reodmd
virtual links, so both virtual-node and -link resoess should

be managed. Especially, the virtual links betwebe t

platforms, which might not be managed by the ptatfg
should be managed.

MAC addresses must be negotiated because no address
resolution or correlation mechanism, such as therégs
Resolution Protocol (ARP), is assumed when a non-IP
&clean-slate) protocol is used for data commurocati

This federation method has been implemented on the

Node platform in a post-VNP project, and succdssfu
communication between two homogeneous domains was
demonstrated.

The rest of this paper is organized as follows tiSedl
summarizes the virtualization platform, the slicedwal, and
the slice-creation and management method, whicle ywes-
viously developed. Sectidh describes the basic federation
method, Sectiond/ outlines federating federation-less
platforms, and Sectio describes the federation-less-
federation architecture and the method of transifognslice
specifications. Sectiovl describes the method of creating
inter-domain links, which allows communication wgimon-
IP protocols, and the data format used for intendio data
communication. Sectiongll to VIII describe the
implementation and evaluation of the federationhodtas
well as related work, and Section I1X concludes paper.

Il. VIRTUALIZATION PLATFORM AND SLICE MODEL

This section explains network virtualization, thietualiza-
tion platform, the structure of slices, and theidadice-
creation and management method developed in VNP.

A. Network Virtualization

When many users and systems share a limited anafunt

Two challenges were addressed while this federatioggsources on computers or networks, virtualizat@hnol-
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ogy creates the illusion that each user or systessesses

their own resources.
networks (WANSs) are virtualized by using virtualivate
networks (VPNs). When VPNSs are used, a physicalordt
can be shared by multiple organizations,
organizations can securely and conveniently use /RN
the same way as virtual leased lines. Nowadaysjanks in
data centers are virtualized by using VLANSs, wis@vers
are virtualized by using VMs.

and thes

essing packets with an arbitrary format. It is gated by

Concerning networks, wide-areaslicing and abstracting physical computational veses.

* Virtual link (or link sliver) is a link resource between two
virtual nodes both IP and non-IP protocols can delon
&his link. It is mapped on a physical link betwetvo
VNodes. It is generated by slicing and abstracting
physical network resources such as bandwidth.

A slice developer describesshce specificatiorin XML.

Many research projects on programmable virtuatizati However, each slice specification is expressed diagram

networks have been carried out, and many modelsidimg
PlanetLab [Pet 02][Tur 07], Virtual Network Infrastture
(VINI) [Bav 06], Global Environment for
Infrastructure (GENI) [Due 12], and Genesis [Koy,0tave

hereafter. A specification of a slice, named S hviliree
virtual nodes (VN1, VN2, and VN3) and three virtliaks

Network (VL12, VL13, and VL23) is shown in Figure 2(a). The

virtual nodes are mapped to VNodes (N1, N2, and. IN3)

been proposed. In VNP, Nakao et al. [Nak 12b][Nek 1the description of the mapping between virtual phgsical

developed a VNode architecture and platform thakema
possible to build programmable virtual-network eari
ments in which slices are isolated logically, sebyrand in
terms of performance (QoS) from one another [Kaa.12
these environments, new-generation network prosocah
be developed without disrupting the other slices.

B. Structure of VNode Platform

nodes is omitted, the DC determines the mappintpaias
This mapping problem, which is called thigtual-network
embedding problephas been widely studied (e.g., [Zhu 06]
[Cho 10][Zah 10]). The virtual-node specificatidnsa slice
specification contains URLs of the VM images, thé slice
developers can load programs into the VMs and lmamtby
using secure shells6h) commands after loading and
starting the VMs.

Each VNode platform domain (managed by a platform Virtual links are implemented by using a tunneling
operator) is managed by a domain controller (D@, @ach Protocol such as GRE. The tunnels may bypass palysic
domain has two types of nodes: VNode and gateweg ($10des. Sl|ce_ structures, therefore, do not nedgssi@pend
Figure 1). VNode forwards packets on the platform. /n the physical structure of the network. The stleeeloper
domain may contain conventional routers or switctieg Can program virtual nodes by specifying the URLad¥M

do not have virtualization functions. VNodes aramected image or a fast-path program to be loaded.

by tunnels using a protocol such as Generic Routi

Encapsulation (GRE) [Far 00]. Therefore, a sliceagther
constrained by the topology of the physical netwaok by
the specific functions of these nodes. A VNode cpearate
as a router or a switch for platform packets, soaim be
deployed in conventional networks.

™ Basic Slice-Operation-And-Management Method

The DC of a domain receives a slice-operation nggsgath
whole or part of a slice specification from thecslidevel-
oper (see Figure 2). The DC distributes the mestagach
VNode in the domain. In a VNode, the VNode manager

Each VNode consists of the following three COmpd,,mnr_ece_ives the specification and sends a part oflibe s_peci—
Programmerprocesses packets like a router or a switch §fation to the programmer and another part toréurec-

each slice. Slice developers (or slice operatoas) inject
programs into programmerRedirectorforwards (redirect)

tor: the programmer receives information requirext f
virtual-node configuration, and the redirector iees the

packets from a programmer to another VNodéode

ample, in the case shown in Figure 2, the spetidicaof

managemanages the VNode according to instructions frofN1 is deployed to the programmer in N1, and thecdp

the DC.

C. Structure of Slices

In the virtual-network model developed by VNP, atual
network (or a collection of resources in a virtnatwork) is

called aslice, which consists of the following two types of

components (sefeigure 2(a)) [Nak 12b][Nak 10].

cation of VL12 is deployed to the redirectors in &lid N2.
The detailed information in virtual nodes and lirge® man-
aged by VNode managers, programmers, and redisgctor
but not by the DC (which is not responsible for degails).

[ll.  BASIC SLICE-FEDERATION METHOD
The federation functions provided by the slice-fatien

« Virtual node (or node sliver) represents a computationatethod connect two or more domains of the same or

DC: Domain controller

resource in a VNode. It is used for node contropiarc-
VNode: Virtualization node
VNM: VNode manager

R: Redirector
,,,;iVNode I—};|VNode '

VNode

P: Programmer
User's Ga{e- ) IP y G:slte- User's
‘PCNM way HVNOdel_‘ router HVNOde way PC/VM

Figure 1. Physical struture of virtualization platfori
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(a) Basic federation method

1. Resorirce discovery functior: Cros-domain Giscovery of computational resous

finds resources from known domains, i.e., knownek@tpers. No function f
discovering DCs, DPNs, gateways, and gatekeepérsligied.

2. Slice handling functior: a) Creation of a slice amonmultiple domains, k Slice
modification, i.e., addition/removal of virtual neslor links in a federated domain

available in virtual nodes and link resources a@é between virtual nodes. The AP

tion API.

The federation of two domains is shown in
Figure3(a). If three or more domains are
federated, the messaging pattern is more
complicated. A four-domain example is shown
in Figure3(c). In this figure, domain A sends
federation messages through the API (APIS)
between A and B and between A and C.
Domain C forwards the message to domain D.

| IV. CONCEPTUALOUTLINE OF FEDERATION-
LESSFEDERATION

The federation between two domains without
ofederation functions is conceptually outlined as

r

cross-domain virtual links, c) Deletion of a sla@ong domains.

follows (seeFigure 4). A virtualization plat-

as number of packets counted in a virtual [inkQobery on manifests,
parameters such as virtual-node host-names or ssitlre

3. Query on statistics and manifes: a) Query on slice (and platform) statistics s|

form without federation functions does not

i.e., bottom-uphave a concept of “other domain” because the

(b) Functions of the federation API

Slice specification |I:{> Domain A

(c) More complicated rh"é"égabi"hg pattern

Figure 3. Federation API and cross-domain slicatere

different type of virtualization platform, includinVNode

platforms, GENI-based platforms [PEY], and so on. The

... |Federation .
| APl Do

“own domain” is the only domain. Therefore,
the other domain part of the cross-domain slice
specification must belong to the own domain.
This means that the other domain is a sub-
domain of the own domain. Because a part of
the slice in the other domain is to be managed
only by the DC in the other domain and
duplicated management of the part must be
avoided, this part must be hidden, i.e.,
encapsulated, from the DC in the own domain.
In a slice specification, the only way to exprdss $et of

domains are federated by using a set of APIs callgidtual nodes and virtual links in a sub-domaintasuse a
federation APIs(seeFigure 3(a) and (b)). The federationvirtual node. This node belongs to a pseudo VNedech

APIs should be standardized interfaces supportedhtipus
types of virtualization platforms. Each APl basigal
consists of simple pair of a request and a replythé post-
VNP project, the place where the federation APIsknis
called theslice exchange poi{SEB.

Many types of federation functions, such as listed

does not have network-node functions, such asnmguir
switching, because it only represents and deledhéesther
domain. The pseudo VNode is, thus, calledoanain proxy
node (DPN). Although a DPN is not a real network node, a
DPN mimics a VNode; that is, it provides the sanfd As a
VNode and the DC can manage it by the same meffosl.

Figure3(b), are provided. However, the focus in this pap®C maps gseudo virtual nod¢PVN) on a DPN by using

is not the federation functions themselves, butsitthe
transformation of slice specifications, which isygoon to
all the federation functions. Only creation funatis, thus,
used for explanation in this paper.

It is assumed that a slice-operation message wilica
specification is sent to the DC of a domain (domAirmn
Figure3(a)) at first, and a copy of the specificatiorfas-
warded to the DC of the other domain (domain Bpukyh
the federation API. No clearing house, or hub, sedufor
this communication. The slice specification showm
Figure3 consists of four virtual nodes and four virtuaks.
Two virtual nodes (VN1 and VN2) belong to domainahd
the other virtual nodes belong to domain B. Twdhef four
virtual links (VL14 and VL23) are inter-domain ligk
Because inter-domain links exist, these domainsa@ahe
managed independently; in other words, the intenao
links must be managed in relation to both domains.

In a slice creation, VN1 and VN2 are created ana-n
aged by the DC in domain A, and VN3 and VN4 aratze
and managed by the DC in domain B. Although theusir
links within a domain are managed solely by the iDGhe
domain, the inter-domain links are cooperativelated anc
managed by two DCs in both domains. The informa
required for this cooperation is exchanged usirgféuera-
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the same way as for a normal virtual node, andRWé&
must contain a part of the slice specification thoe other
domain (B) as a substructure. This means that #d Bon-
ceptually contains an image of the other domain.

Similarly, if the other domain does not have fetiera
functions either, it must have a DPN that contdiesimage
of the own domain (A) and the PVN in a part of #iee
specification of the other domain is mapped to a&NORat
represents the own domain. Therefore, conceptualdy,
ishown in Figuret, the image contained in the DPN
recursively contains the domain images. The sleeifica-
tions exchanged through the federation API refldot
above conceptual structure. However, this stataunson
may not cause a message loop in federation.

Domain A Domain B

Domain proxy node
Subdomain)

Domain proxy node

Federation (Subdomain

)

Image of the other
domain

Image of own
domain

Image of the other
domain

Image of own
domain

Figure 4. Conceptual outline of federati-less federatic



It is assumed that the DC is not responsible &inited
information enclosed in a virtual node in the ovamtin; in
a similar manner, it is not responsible for (doesmanage)
detailed information in PVNs (i.e., in the othemagin).

V. FEDERATION ARCHITECTUREAND TRANSFORMATION OF
SLICE SPECIFICATIONS

The proposed federation architecture, the transiton
process of a slice specification, and a method e$sage
loop avoidance are described in this section.

A. Architecture
The proposed federation architecture is showRigure 5.

In this figure, both domains, D1 and D2, are VNode

platforms. However, this architecture can be applie
heterogeneous federation; that is, even when doB2iis a
different type of platform, there is no need to ifypthe left
half of this figure, although the detailed messagatents
and federation sequence may have to be changed.

The following three physical components are added t

the domain as federation interfaces (i.e., SEPS).

control. A gatekeeper (gatekeefdemn Figure5) receives
the slice specification, transforms it to an AP&bad
format, and forwards it to the gatekeeper of thieeot
domain (gatekeep&). The API between the gatekeepers
is the federation API. The slice specification séoin

one gatekeeper to the other must be syntactically
symmetric about the domain border because the two
domains are symmetric. A gatekeeper also configtimes
gateway for inter-domain links through the gateway-
control interface (i.e., the control interface ofj@eway).
The word “gatekeeper” comes from the terminology of
ITU-T H.323, although there are differences irrite.

» Gateway (federation gateway) is a network node that has
a function for data conversion from the internahiat in

the own domain to an intermediate format between th
federated domains. A gateway (gatevidysends packets
to the other gateway (gateway toward the other
domain, and it receives packets for the own dorfraim

the other gateway.

In the case of federating two domains, each dotama
DPN, a gatekeeper, and one or more gateways. linason

» Domain proxy node (DPN)is a pseudo VNode thatin the case of federating domains, each domain may have

receives a whole slice specification (or the spestion

N (or less) DPNs, one tt gatekeepers, and one b

of the PVN) from the DC of the own domain. The DPNjateways. These three types of nodes may therdfere

receives a slice specification containing the PMVjch
is mapped to the DPN. This virtual-node containg p&a
the slice in the other domain. Because the slinecistre
is symmetric about the domain border, the sliceifipa-
tion described by the slice developer should also
syntactically symmetric. However, the slice spexifion

separately deployed because of flexibility of dasand
implementation, and performance.

B. Transformation of Slice Specification

ghe forms of slice specification and the transfdiora
process are also shown in Figbeln a slice specification

acceptable by DPN and DC is syntactically asymmet@iven to the DC, the PVN encloses the part of e dor

(that is, the virtual nodes in the other domainemelosed
but those in the own domain are not enclosed) Isecan

the other domain. In slice specification S1, PVZleses
this part. This enclosure, i.e., PV1, is the borddr

the PVN, the virtual nodes in the own domain must esponsibility. Because the DC does not have feidera

bare (i.e., managed by DC), and those in the atberain
must be enclosed (i.e., not managed by DC).

» Gatekeeperis a server for federation management arﬁ%

Slice specification S1 Slice specification Sf Slice specification S2
Slice S Slice S Slice S

VirtualNode PV2*

*VN1,VN2, VN3,
VN4,PV1, PV2:
Virtual nodes.

Domain D1

**N11, N12,N21,
N22:VNodes.

VirtualNode PV1*
O VN3*

P11, P21: DPN
(domain proxy
nodes)

..o N21*

OVN4* | ... N22*

1 vL14, VL23:
Cross-domain
virtual links.

...p11t

* Gateway
Control Interface

Operation [ (1) :

(creation; | |-

! DomainD2

piodification, I, Domain D1 L rNE /
etc) — ( / HH :
Domain |: Gate- ;'- =>» Gate- ’52;_; Domain
controller | keeperl == keeper2 +“ | controller
~ 4 @)y : =
CommonAPI'S ,’(3) 1 Federation @. (6) CommonAPI
§I % A =TI NS P s (R i v
ﬁ’\( Domain =G&:I¢ G[CII: Domain | | 7/ >/ D\
/TVNode | proxy |I : proxy
Y NI | O node P11 V/ \ v node P21
= Gate- [, | . .| Gate
. way 1 N way 2

Data exchange protocol
~ (GRE, VLAN-based tunneling, etc.)

Figure 5. Federation architecture and transformatioslice
speciicatior

functions, this domain-dependent form (S1) mustubed
for creating a cross-domain slice. However, if pprapriate
eprocessor is supplied, the slice developer csm a
main-independent form, i.e., the slice Sf; ineottvords,
the preprocessor can translate the domain-indepémolen
to the domain-dependent form.

The original slice specification (S1) is sent te@ tbC
(stepl in Figureb) at first, and the DC distributes it to all
the VNodes in the own domain including the DPN, ahhiis
manually registered to the DC (st&p Although the whole
slice specification is sent to each VNode in theodn
platform, only the PVN (PV1) may be sent to the DPN
(P11) in general. However, the complete specificati
would probably work when an error or exception ascif
only partial slice information is available in eadbmain,
the slice developer must collect and combine pieakes
operation-and-management information to find théuac
problem, such as a bug, by oneself instead of usaimg
automated information collector.

The DPN sends the specification to the gatekeey@ch
is manually registered to the DPN (s&®p and the
gatekeeper transforms it to the domain-indepenfibent Sf.
This specification is syntactically symmetric abotlte
domain border. In this specification, the virtualdes of
each domain are enclosed in an envelope labelethdy
domain name. In this figure, the envelopes areléabas
domains “D1” and “D2".



The slice specification is sent to the other domaspecification. The slice identifier contained ire tmessage
(step4d). The federation API (i.e., SEP) may have a discowmay be used for this identification. However, thimblem
ery function of gatekeepers. However, gatekeepether may occur not only in a slice-creation messagealtsd in
domains may also be manually registered to a gepete modification or query messages. Two or more slice
Gatekeepe? transforms it to a domain-dependent form ahodification or query messages that specify theesalice
Domain D2, and sends it to the DC (sBp In this may be designated by a slice developer simultatgolise
specification (S2), a PVN called “PV2” encloses ffagt of message identity must therefore be recognized lkiygus
the slice (of D1). This enclosure, i.e., PV2, is thorder of more powerful means such as unique request idenstifi
responsibility. PV2 is mapped to the DPN labele@I'Pin In addition, the following methods may be used in
gatekeepeR. The DC of domain D2 distributes the specificombination with the above basic method for avajdin
cation to all the VNodes in domain D2 including P@fep unexpected events caused by errors or bugs. Orteochet
6). P21 sends the specification to the gatekeepep {3 in  marking A gatekeeper can mark messages that come from
the same way that the P11 sends it to gatekeeper 1. other domains. This method is probably useful oimy

Gatekeepe? behaves differently from gatekeefdein federation of two domains because three or morestyyf
the original domain. If a slice specification isceeved by messages, which must be distinguished when thresoos
the current domain (D2) at first, the gatekeepewéods it domains exist, cannot be distinguished by this oukth
to the other domain (D1). However, if it is recalviey the Another method uses TTL (time-to-live). The managem
other domain, an infinite loop may occur. In spitethis system can add a TTL to a message when it firgives the
risk, this slice specification must contain infotina on the message from outside of the system. This methadoise
other domain because this information is requikadiriter- powerful than marking. However, it still fails whethe
facing the domains, i.e., for completing inter-démknks. number of domains that are linearly chained isdarfan
To avoid this loop, the gatekeeper must rejectisgnitl to  the initial value of TTL. These two methods arerdtiere
the original domain (ste@) (or the gatekeeper in the othewuseful only as a backup of the method based ortitgen
domain (D1) must reject the message). The availadgth-
ods to avoid this loop are described in the nelsssation. VI. MANAGEABLE INTER-DOMAIN LINKS FORNON-IP

Note that the proposed federation method may hawe t COMMUNICATION

gg%blftmsgngner.ngcefrnr']ggf.rss(ial"’;gg'ltgma.nsdtﬁ:éaco?;l?é A cross-domain slice specification usually containter-
urity privacy. Irst p : Yy domain virtual links. Several issues on these liakd their

oo ”.‘_“Ch_ time or resources to parse the XML of dhee sqlutions are explained. To enable manageable-duerain
speC|f|_cat|on because PVN may contain a large aﬂan-lP communication, both issues must be solved
complicated structure to be parsed and analyzedieMer, ' '

because neither the DC nor the DPN have to parghist 1.Protocol and data format used for inter-domain data
scalability problem can be avoided. The parsing andcommunication (Data-plane issue)
analyzing overhead can thus be avoided, for exaniple @ The protocol and the data format used for platform
encoding the structure by a scheme such as Base64. (underlay) communication must be selected in caraid
The second problem is that the DC or the DPN mak le tion of available hardware and software. The funcof a
domain internal information contained in the otbdemain network between two domains may be restricted; anly
part of a slice specification. This problem cansbésed by limited set of protocols may be available. Howeuer,
encrypting the information. For example, the cont#rPV1 exchange virtualized packets, a type of tunnelirmiqeol
in the slice S1, which belongs to domain D2, can beis required. If the network is IP-based, GRE is a
encrypted before it is given to the DC of domain, @hd candidate, and if the network is Ethernet, VLAN-dxAs
this content can be decrypted by gateke@pén addition, “tunneling” may be used. We assume the latter éslus
the content of PV2 in the slice S2, which belorgdgdmain i : resgs
D1, can be encrypted by gatekeeperAlternatively, the 2.1\c/l)et';]heo\o/lir(t)Jasle”trt]llrgg(;clgamtrgisjlgggrilggugk that cor
problem can be solved by removing the internalrimfation . L .
To set up an underlay inter-domain link, the facing

of D1 by gatekeeper before sending it to the other domain. d ; t h " T
In both cases, PV2 becomes a black box. Both ctmtehn omains must exchange necessary parameters s as
addresses (and GRE keys) in the case of an IP-based

envelopes labeled D1 and D2 in the slice Sf between

atekeepers are encrypted. netwo_rk. These parameters are exchanged between the
9 domains by the gatekeepers. If the network betwhen
C.Message Loop Avoidance domains is managed by another operator, a negumtiati

As described in the previous subsection, inter-doma With its manager may be required. When IP-over-VLAN

; infinite loop. S | rolsth is used (i.e., IP is used on the slice and VLANSed on
?Ve()sicsja;ﬁ:g?ogﬁgrgaéjessecﬁgegrllrgr: 00p. wevera ° the platform), VLAN ID must be exchanged but MAC

A message loop is caused by the nature of federigzs ~ 2ddresses are not necessarily exchanged by the
federation, i.e., conceptual recursion, described | 9atekeepers because they can be obtained by ustRg A
SectionlV. The message pattern described in the previousiowever, if “X over VLAN" is used (i.e., a non-IP

subsection is the simplest one. However, if theeetiaree or  Protocol, which might have no “address” concepysed
more domains, various loop patterns may occur. on the slice and VLAN is used on the platform), MAC

The basic method for avoiding a loop is to idengifglice ~ 2ddresses must be exchanged in addition to VLAN ID
specification and not to forward or to process stch because no address resolution or correlation méshan

such as ARP is assumed to be available.
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Node <___>DPN Gate- |Federation| Gate- DPN SN Node
N12, P11 | | keeperl API keeper2 | | P21 N22
I‘.l Gateway (Iilontrol Interfat{e (GCI) Gate\/\;‘ayCOntrol Inttlelrface (GClI) ::
Y [iGateway 1] [Gateway2y] v
VN1{ Jconv I jconv (| VN4
=7 VL14il |p~ MAC VLlde MAC _ Ip VLl4i2 p=—=!
Domain D1  Cross-domain network Domain D2
(a) Data-link structure
[P JerRe[ "Anyframe ]  [macva Anyframe ] [P JGRE[ Anyframe ]

(b) Data communication using arbitrary packet-farma

Figure 6. Inter-domain data-link structure and data
communication

be bypassed. Figure 6(b) shows the data format vetmen
arbitrary (non-IP or IP) packet format is used ba slice.
Network processors can be used for high-performdh0e
Gbps) data conversions in gateways.

VII. IMPLEMENTATION AND EVALUATION

The federation functions were partially implementedthe
VNode platform and evaluated by connecting two dosa
as described in the following. The functions of QRJdte-
keeper, and gateway are implemented as a modiéezion

of a VNode called “network accommodation equipment”
(NACE) [Kan 12c]. NACE was originally designed for
accommodating a non-virtualized network in a slithis

The method of the link creation, which is the modtinction is here extended to cross-domain federatio

important link operation, is outlined below. IncgiS1 in
Figure5, there are two inter-domain virtual links, VL1Adda
VL23. A link that corresponds to each inter-domuirtual
link is created by stitching three sections (Begure 6(a)).
Because two or three different protocols may bel usehe
two domains and the network in between, the linfivéded
into three sections. In the case of VL14, VL14iltle
domain-D1-internal section, VL14e is the inter-dima
section, and VL14i2 is the domain-D2-internal sattiBoth

The slice specification described ifigure 7 and
visualized inFigure 8(a) is used for the evaluation. (Note
that in Figure 7 several parts of the specificatiom omitted
and several identifiers are renamed for understaitiya)
The specification contains inter- and intra-domairtual
links, a virtual node VNO that contains a slow-p&th, a
virtual access gateway AGO0O for terminal users ¢Wwhi
created in the gateway explained in SectloB), and a
PVN named PV1 (which contains a virtual node named

end points of each section of the links have tlmim VN1 that contains another slow-path VM and is assijjto
addresses; that is, they are independent. a DPN named P11forD2).

In the control plane, node N12 and the gateway in The specification of PV1 is sent to P11forD2, anglast
domain D1 (gateway 1) negotiate the parameter¥ifd@il of the specification is converted to the specifaatfor
when the domain-D1 part of the slice is createdn[kab]. domain D2 visualized in Figure 8(b). Several vilttnades,
The parameters for VL14i2 are negotiated by using t
same method. As described in Figure 5 (sfe@nd its
response), however, the gatekeepers negotiate
parameters for VL14e, including the VLAN ID, the NIA
addresses, and possibly the tunneling method. eflitik
resource (such as bandwidth) between two domains i
managed by a network operator other than the ogrsraf
the two domains, the gatekeeper(s) must negotiage t
resource with the operator. The link may even crosg
firewalls between the domains.

In the implementation, GRE tunneling is used forl4l1
and VL14i2, and VLAN is used for VL14e. Available
protocols and formats will be added in future. No
management system in the network between the denmin
assumed. Both end points of VL14il1 and VL14i2 h#Re
addresses for the GRE tunnels, and both end paoihts
VL14e have MAC addresses for the inter-domain VLAN
communication. VL14il1 is generated by an intra-dioma
signaling (using GMPLS between VNode Managers)ctvhi
is a normal signaling for generating an intra-damartual

?xml version="1.0" encoding="UTF-8"?>
slicedesign>
<slicespec name="federation-h1">
iSsliverdef>
f ers>

thaps

<
<

terDomal

T nnl
st

&t 2 oeerts> | InterDomain virtual link

Vpe
/><vport name=

IntraDomain virtual link

TRSTvers
jodeSlivers>

<noﬂe§t|\;er narrt|e= VNOH tyﬁ; prugt I N
<vports><vport name="v| <vport name="v </vports> H H H
i SIS 2 s Virtual node in domain D1

<sliverdef>

< ers>
<nodeSliver name="SP0"> / Jo<h

<vports><vport name="vip1" /><vport name="yip2"/></vports>
<|nF§ance t%e:"slowPathp_vM" su%type:"KVM"E P
<resources>...</resources>

arams>
<7param key="bootImage" value="http://192.168.50.50/nict-test/sp/KVM_Ubuntul010Server32.img" />
</params>
</instance>
</nodeSliver>

A slow-path VM

<JnodeSTiverss
<linkSlivers>...</linkSlivers>
</sliverdef>
<structure>...</structure>
<F1‘)_arams><param key="authKey" value="ssh-dss ... vnode@ubuntul" /></params>
</hierarchy>
</nodeSliver>
J?’ST'_mo eSTiver name="PVI" type="prog">
<vports><vport name="vpl"/></vports>
<hierarchy>
<sliverdef>
<nodeSlivers>
[~ <nodeSTiver name="VNI" type="prog"> . - "
Syportswport name='vipl" /></vports> \/jrtual node in the other domain (D2)
<sliverdef>
<nodeSlivers>
<nodeSliver name="SP1">
<vports><vport name="vipl" /></vports>
<instance type="SlowPath_VM" subtype="KVM">
<resources>...</resources>
<params>
Sparam key="bootimage" value="http://192.168.50.58/nict-test/sp/KVM_Ubuntu1010Server32.img" />
</params>
</instance>
</nodeSliver>

Other domain (logical domain)

A slow-path VM

</nodeSTivers>
. <linkSlivers>...</linkSlivers>
link, between the VNode Managers of N12 and P1%k Th iéf,'m:f;..(/ﬂm»hk s oo o
. <params><param key="authKey" value="ssh-dss ... vnode@ubuntul" /></params>
VNode managers negotiate the GRE key and the IR | ey i

addresses for both end points of VL14il. VL14i2 is
generated by the same method. VL14e is generated 4
messaging through the federation API. The gateksepe
negotiate the VLAN ID and the MAC addresses forhbot
end points of VL14e. The gatekeepers send commsmds
the gateways for setting up the link.

In the data plane, the data conversion between ML14
and VL14e is performed in gateway 1, and that betwe
VL14e and VL14i2 is performed in gateway 2. If natal
conversion is required, that is, the same proteral data
format are used on both sides of a gateway, treagat can
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<linkSlivers>
<linkSliver name="In01" type="link"><vports><vport name="el" /><vport name="e2" /></vports></linkSliver>
</linkslivers>
</sliverdet
<structure>
<bind name="b1"><vport sliverD="__TOP__" portname="vp1" /><vport sliver|D="In01" portname="e1" /></bind>
<7l%indﬁnamf:"bz"><vport sliverID=VN1" portname="vip1" /><vport sliverD="In01" portname="e2" /></bind>
structure
<params><param key="authKey" value="ssh-dss ... vnode@ubuntul" /></params>
</hierarchy>

</nodeSliver>
ZnodeSTiver name="AGO0" type="agw S<Vports><vport name="vp1'/></Vport: T
nodeSTivers: :
:/:hvce!rdef: Virtual access gateway
structure
"b11"><vport sliver|D="PV1" portname="yp1" /><vport sliver|D="InterDomainLink" portname="e1" /></bind>
"b12"><vport sliver|D="NSO0" portname="vp1" /><vport sliverID="interDomainLink" portname="e2" /></bind>

<bind name=;
<bind name='

><vport sliverID="AGOO" portname="vp1" /><vport sliveriD="IntraDomainLink" portname="e1" /></bind>
22"><vport sliverlD="NS00" portname="vp2" /></bind>

<bind name:

<sbind name:
</structure>
</slicespec>
<mapping

!
" /><vport sliverID="IntraDomainLink" portname="e2"

work="Slice">

Logical-physical domain mapping
Logical-physical node mapping in own
domain

Figure 7. Slicespecificatiol given todomain 1

<ama
</mapping>
</slice-design>



Slice federation-h  pomainD1 Domain D2 » Restriction on modificatianSlice creation and deletion
“VirtualNode” PV1 functions are performed well by the proposed method
2 b2
A . .
AGCESS | 1 bss. | VirtualNode VNO VirtualNode VN1 However, there may be several restrictions on
Gateway | - 3
'AGO0 @——0q Slow-path SPO bet B Slow-path SP1 modification functions (i.e., addition and removaf
Intra_ H TS . . .
TAGWO o1 Ity rodeil or ™ ool | et e bt - (ysicalnode virtual nodes and links). If the domain does novena
vpl Pllf;;;ass'g”e") command to update a virtual node, there is no weay t
: — : S update the structure of the other domain, becabse t
(a) Slice specification given to domain 1 update on multiple nodes and links in the other @ions
Slice Federation_VI_Hitachi-federation-h1_PV1_1 mapped to a single-node update in the original doma
“VirtualNode” TOP  Domain D1 —wn100 | vpt Domain b2 « Difficulty in collecting information Resource discovery,

VitualNode _SPOL | VIPL s [ b1 b2 VirtualNode VN1

P oot statistical query, and asking manifests (such asial

node host-names or addresses) may be difficulinfde-

. (hyscalnode o1 ea 1 ez ;ipl - (physical node ment because the DC of a domain does not colléat-in
o) notassigned) mation of the other domain. They can be implemented
; — - only when the DC requests information from VNoded a
(b) Slice specification generated for domain 2 the DPN and returns the content of the reply frdma t
Figure 8. Visualized slice specifications VNodes and the DPN as is to the slice developer.

links, and port names, e.g., TOP, __SPO1, and 1, late However, these issues will not occur if the virtzation

defined arbitrarily; that is, they are systematicgkenerated. Platform has sufficient (intra-domain) slice-modtion
In contrast to the slice S2 in Figure 5, informatmncern- and on-the-fly discovery and statistical query tiows.

ing VNO and InterDomainLink in Figures 7 and 8(a)niot

provided by the gatekeepers in this implementatibinis VIII. RELATED WORK

specification therefore does not contain the infation. The GENI Project defines federation architecturthwai set
The sequence of the slice creation, which is etethc of interfaces and data types for federation [PAtBased on
from an execution log, is shown Figure 9. The slice is thjs architecture, ProtoGENI [Ric 12] has fedenatfonc-
given by a “slice developer” to the DC through pwetal of tions for federating multiple GENI-based networks
this domain (D1) on a VNode platform in JGN-X. Arpaf  protoGENI, all the parameters required for dataremica-
the slice is deployed to domain D2 on a VNode ptatfon tion are specified in the RSpec (resource spetidios)
a local site. As shown in the figure, the procegsime re- pecause there is no mechanism for negotiating afiink
quired for the source domain (D1) can be divided three parameters. In contrast, in the case of the praptegera-
parts, and that required for the destination donf@) can tjon method, the slice designer does not need eoifgpthe
creation is estimated as 18.2's, which consistsvaifing parameters such as VLAN or GRE/IP are negotiatethby
time and estimated downward and upward processing t gatekeepers. Especially, in ProtoGENI, ARP (and-non
In contrast, a single-domain slice creation wassuestl as yjrtyalized Ethernet and IP) is required betweendbmains
approximately 6s. That is, a cross-domain sliceation pecause underlay addresses are not negotiatedefdiesr
takes approximately three times longer than a sidgimain only |P/Ethernet can be used for communication betw

slice creation. ) . the domains. The method can be applied to othetopob

The implementation of the proposed federation metheompinations, including clean-slate protocols, inisk no
revealed the following issues. address resolution mechanism is available.

Domain D1 Domain D2 Several papers describe the relationships between

e < ) \ f . ) Time federation and network virtualization [Kim 09]

developer Portal  DC  PN(VNM)  GK Gk PNWNW - DC  Pora [Ser 11]. However, they do not focus on link-layer

O "ice® - [reservesiice [ Tosarvasiies lreservanioas functions (i.e., creating and managing virtual $ink
0002 qéowivjardzrocésgng” R — etc.), namely, the focus of this study. Wahle et al
Py B 38s (estimated) requestareply) | breprocessing: 035 g [Wah 08] proposed an architecture for cross-domain

el e ?f"ff federation. This architecture contains a central
' T o297 federation controller called “Teagle” and a gateway
each domain. However, it does not focus on a link
[ |ecervenode| ISRECE” | reauesn layer either. Zaheer et al. [Zah 10] and Chowdriry
L feserggnk 12" al. [Cho10] have studied cross-domain virtual-
Waiting time: 10.5 s (fequestareply, Downward processing: 3.8 s : ; .
: e o Acessing;z;.'oé“” ngtwork embedding proble_ms. Their focus was on

(reply) —pwﬁ%ws. virtual-to-real node mapping, and they did not
=Y | @ ] mention management and control problems caused by
=190, cross-domain federation.

logaut (request/ reply) 7.961:
ind (reque: _ !
bind (req ply)
S Upward processing:  ___1__________ ... bind_(rep) Postprocessing: 2.5 10539 | IX.  CONCLUSION

10.590) 4.0's (estimated) I e B il EEEEEE

| S — s it eshers A method for federating virtualization platforms sva
- Sli T . .
R B T e B proposed. To enable federation between domains
Figure 9. Measurement of slice creat
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